Biological data becomes computer literate: new advances in bioinformatics
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Bioinformatics is an art and science concerned with the use of computing in biological research areas such as genomics, transcriptomics, proteomics, genetics, and evolution. This review paints a broad picture of bioinformatics, drawing examples from genomic sequencing and microarray analysis. I highlight the role of bioinformatics at multiple points along the path from high-tech data generation to biological discovery.

Introduction
The term bioinformatics was coined by Hwa Lim in the late 1980s, and popularized in the 1990s through its association with the human genome project. It is a young field that is still defining itself. The term commonly refers to computational work in genomics, the many other new ‘omics’ that are sprouting, and neighboring research areas. The precise boundaries of the field are elusive, but as a general rule the closer a research area is to genomics, the more likely its computational aspects will be labeled bioinformatics. To muddy the waters further, some people distinguish bioinformatics from computational biology, using the latter to denote computational work whose agenda is clearly biological; it is often difficult to draw this distinction in practice, as much of what is done in the field is interdisciplinary and combines computational and biological expertise.

Bioinformatics is both an engineering art and a science. It encompasses the development of new computational methods and the application of those methods to solve biological problems. It also has a large service component in which computational resources, such as databases, are operated for the benefit of the research community.

Bioinformatics is a broad field that has a central role in many areas of biological research. These include genomics and, more specifically, genomic sequencing and mapping, genome annotation, and comparisons of multiple genomes. Bioinformatics is also essential in transcriptomics — the study of transcribed sequences, both full-length cDNAs and expressed sequence tags (ESTs) — and the analysis of gene expression data typically measured using DNA microarrays or some form of sample sequencing. It is also crucial in proteomics for the analysis of protein sequences (e.g. to determine functional motifs), for the study of protein abundance (typically measured using two-dimensional gels or mass spectrometry), and the determination of protein structure either empirically or computationally. Bioinformatics is key in the analysis of protein–protein interactions and molecular pathways (the ‘interactome’) and in systematic studies of gene regulation (the ‘regulome’). It also plays a vital role in genetics, both in the discovery of new molecular genetic markers, such as single nucleotide polymorphisms, and the use of these and other markers to dissect the genetic basis of disease and other phenotypes. Bioinformatics is also essential in studies of evolution and phylogeny.

In this overview, I will draw most of my examples from two biological areas that occupied the scientific headlines this year: genomic sequencing of higher organisms and the use of DNA microarrays to study gene expression. Many of the references are websites, rather than traditional publications, as these provide convenient entry points into the field.

This was the year of the vertebrate genome, with the publication of the draft human genome sequence by a public consortium [1•] and a private company [2•] in the early months of 2001. Substantial progress on the mouse genome was reported by both public [3•] and private [4] efforts during the year, and the draft and near-draft sequences for two pufferfish species were announced towards the end of the year [5•,6•]. The sequencing of a vertebrate genome is a huge project requiring several million to several tens of millions of sequencing runs. Bioinformatics is critical for the generation and analysis of such large datasets.

DNA microarrays were another hot technology this year [7••,8•]. A single microarray run generates between 100 000 and 1 million data values, while a typical series of experiments requires tens to hundreds of runs. Numerous software packages are available to analyze microarray datasets, but the development of new methods remains an active area of research.

Breadth of the field: biological research areas
As mentioned in the introduction, bioinformatics touches a wide range of biological research areas. Although there are scientific commonalities across these areas, there are also major differences that affect bioinformatics methods.

For example, the problems of analyzing genomic sequences, transcribed sequences and protein sequences are similar in that they can all be described mathematically as sequences of letters, and all are subject to mutational
pressures (hence diverge in predictable ways across taxa). Beyond this, however, the methods and issues are quite different. With genomic sequences, a key issue is gene prediction [9••]. With transcribed sequences, a key issue is clustering of redundant sequences to coalesce all sequences that belong to the same gene [10•–12•]. For protein sequences, key issues are discovering functional motifs that are conserved across evolution, and the use of these motifs to functionally classify novel sequences [13•].

As we move beyond sequences to areas like gene expression, the diversity of methods becomes even more pronounced. In gene expression, a key issue is the clustering of genes that show similar patterns of expression [14••]; there is no analog to this in the sequence world.

From data to knowledge
The field is further broadened by the need for computation at several steps along the path from data generation to biological interpretation. A hallmark of omic biology is the use of powerful laboratory technologies to generate large, systematically collected datasets. The people who produce the data are experts in these technologies, whereas those who derive biological knowledge from the data are experts in specific biological problems—particular diseases, pathways, and so on—and make discoveries by combining data obtained using many different methods. A key challenge of bioinformatics is to bridge the considerable gap between technical data production and its use by scientists for biological discovery.

The first step along this path is to collect the data. Omic biology generally entails large laboratory projects that process thousands to millions of biological materials through a series of automated procedures. Software is needed to control the various automated instruments in such a laboratory, to extract data from these instruments, to make sure the correct materials are fed into each instrument at the correct time, and generally to keep track of what is going on. This area is broadly called laboratory informatics, and an important category of software is a laboratory information management system (LIMS). A LIMS includes a database that records the work that has been carried out in the laboratory, and a workflow management system that tracks the progress of the work. Laboratory informatics plays an essential role in genomic sequencing and microarray projects, but sadly there are few recent publications or websites covering this topic.

After data have been obtained from the laboratory, there is generally a need for computation to extract signal from the raw data. In genomic sequencing using current instruments, the raw data comprise a waveform called a chromatograph indicating the intensity of light emitted by each of four dyes at each position of the sequence. A computation called ‘base calling’ is needed to convert this waveform into the desired signal, namely the most likely DNA base at each position along with a measure of confidence in the call. In a microarray experiment, the raw data comprise an image showing the intensity of light emitted across the surface of the microarray; a computation called ‘image analysis’ separates the image into spots, and calculates the intensity of light that can be attributed to the RNA bound to the probe at each spot.

The next step is a series of relatively simple, but systematic computations that check for obvious errors, and convert data from one format to another. This is often called a processing pipeline.

In genomic sequencing, the processing pipeline checks for errors such as clones that lack inserts, bacterial contamination, and low-quality sequence. The human genome papers [1••] describe the processing pipelines used in those projects. One of the major sequencing centers, the Sanger Institute, provides additional details on its website [15•], along with a comprehensive listing of available software [16].

In microarray experiments, the processing pipeline has a similar shape, but the details, of course, are completely different, looking for errors such as failed hybridizations and degraded RNA samples.

The data at this point are still highly dependent on the detailed way they were produced, and cannot be readily interpreted by non-specialists. The next phase seeks to raise the data from the province of technology into the realm of science.

In genomic sequencing, this phase assembles the millions of short sequences produced in the laboratory into longer contiguous stretches, called contigs. The contigs are then placed onto a map of the genome, if possible, to provide a larger scale assembly of the sequence. As more long contigs are placed onto the map, the overall genome sequence starts to take shape and it becomes possible to attempt genome annotation to identify genes and other biologically interesting elements in the sequence. The annotation process can reveal errors in the assembly, for example, if the sequence of a known gene is scrambled; such cases require investigation by the annotators and may even necessitate more sequencing.

As this process iterates, the annotations become more solid and eventually the results are good enough to release for use by the general community. At this point, scientists at large can begin the open-ended process of analyzing the data to discover new biology.

In microarray experiments, this phase normalizes the data to reduce the impact of systematic measurement errors, and then filters the data to eliminate ‘uninteresting’ genes, typically those with expression levels that do not change very much over the course of the experiment. Traditionally, these issues have been addressed using ad hoc methods, such as global scaling of expression measurements and arbitrary cut-offs based on the magnitude of the expression change, called fold
change. There is considerable current research seeking to replace these ad hoc methods with robust statistical techniques; a complete survey of this field is beyond our scope, but a sampling of such software is available on the Web [17–22].

**More on genomic sequencing**

The human genome papers [1•,2•] describe in some detail the assembly and annotation procedures used by the respective teams. Another important resource for genomic sequence assembly is the phred/phrap/consed suite [23•] used by many public sequencing centers to assemble data from bacterial artificial chromosomes and other large insert clones.

There are actually two distinct assemblies of the public human genome and three complete annotations publicly available. The assembly discussed in [1•] was produced by a team led by Haussler at the University of California at Santa Cruz; additional information on their approach can be found on the Web [24•]. The annotation discussed in the paper was produced by Ensembl [25•], a joint project between the European Bioinformatics Institute (EBI) and the Sanger Institute led by Birney. A separate annotation of the same assembly was reported by Haussler’s team [26•]. A second assembly was carried out independently by Schuler and colleagues at the US National Center for Biotechnology Information (NCBI) who also performed their own annotation [27•]. In addition, proprietary annotations of the public data are available from several companies.

An important aspect of annotation is gene prediction. Ouellette and colleagues [9••] present a detailed survey and comparison of gene prediction programs.

One surprising result from the annotation of the human genome sequence was the small number of genes found. All three public annotations and the private effort found some 30 000–40 000 genes, in sharp contrast to the estimates of 100 000 or more [28] that were widely believed before the genome sequence became available. Several papers have since appeared challenging various aspects of the annotation methodology and generally suggesting the gene count will ultimately be somewhat larger [29–31,32•,33].

The next major stage of genome annotation is comparison of genomes across a range of evolutionary distances. A large team led by Stubbs [34••] carried out a detailed comparison of human chromosome 19 with its corresponding regions in mouse; they were able to find confirmatory evidence for genes that were predicted to exist in the human genome annotation, as well as evidence for additional genes that were missed. Pufferfish is an excellent target for comparative analysis [35•] because of its compact genome (approximately 400 Mb compared with the 3 Gb of human or mouse) and low level of repetitive regions. It is likely to be especially valuable in identifying conserved regulatory sites. Early results comparing pufferfish with mouse have been recently reported [36]. A good overview of the informatics challenges in such comparisons is presented by Miller [37••].

**Software speciality**

A final dimension of breadth concerns the variety of software issues that must be solved to create a usable computing system. This matter lies outside most biologists’ range of experience and is often overlooked.

This includes databases to store the information, algorithms to analyze it, visualizations to help scientists understand the analysis, and user interfaces to afford scientists convenient access to all of these capabilities. Large software systems usually consist of many independently developed parts, and there is a need for data exchange mechanisms to move information among the components. Data integration is a related problem, but with the focus on combining information in scientifically valid ways. Workflow management is the software technology used for keeping track of tasks to be done in generating large datasets or in the automated analysis of such datasets. The technical aspects of these software issues are quite diverse, and involve very different computational expertise.

**Conclusions**

The three dimensions of breadth — biological research area, the path from data to knowledge, and software speciality — combine to make bioinformatics a very broad field. Every point in this three-dimensional space corresponds to a unique bioinformatics problem. Naturally some points are more important than others, and as there are more points in space than investigators in the field, many important aspects are simply not addressed.

Bioinformatics will continue to evolve as new large-scale data-production technologies come into use. There is an easy trick to predict the future of this field: to know what is going to be hot in bioinformatics tomorrow, just look at which biotechnologies are coming on-line today.
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